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Abstract 
Accessing, running and sharing applications and data at present face many challenges. Cloud Computing and 

Social Networking technologies have the potential to simplify or eliminate many of these challenges. Social 

Networking technologies provide a means for easily sharing applications and data. Now a day’s people want to 

be connected 24x7 to the world around them. Networking and Communication have come together to make the 

world a small place to live in. People want to be in constant touch with their subordinates where ever they are 

and avail emergency services whenever needed. In this paper we present an on-line/on-demand interactive 

application service (Software as a Service). The service is built on a cloud computing basement that provisions 

virtualized application servers based on user demand. An open source social networking platform is leveraged to 

establish a portal front-end that enables applications and results to be easily shared between users. In the 

proposed system users can access the documents uploaded into the cloud by others and provide any data they 

have in hand to other users through the same cloud. This also allows the users to have an interactive session 

through the chat screens present in the cloud. The paper also highlights some major security issues existing in 

current cloud computing environment. 

Keywords- Cloud Computing, Social Networking, Virtualized application, Interactive session. 

 

I. INTRODUCTION 

Researchers face many computational and data 

related challenges. These challenges can detract and 

take away valuable time that could be better spent 

focusing on their research. One such challenge is the 

management of applications that researchers use for 

conducting simulations, processing and analyzing 

data, and visualizing results. Such applications could 

be commercial, open source, or developed in-house. 

Different applications may be designed for different 

operating systems and have different software 

dependencies. New versions of applications may also 

be released frequently. Many of these applications 

are interactive in nature, have a graphical user 

interface and visualization capability or provide a 

way to receive feedback from the user. These 

applications typically haven’t been suited for batch 

based high performance computing environments 

where on-demand access to resources has not been 

practical due to queue wait times and limited 

preemption capabilities. Downloading, installing, 

configuring and keeping applications up to date on 

heterogeneous computing systems can be a daunting 

and difficult task. Providing access to these 

applications from anywhere (i.e., home, office, lab, 

field, etc.) and at anytime is also challenging. In 

addition, many researchers may develop their own 

software, without realizing that others might have 

already done so. The ability to discover, share and 

access applications, data and results in a more 

transparent and on-demand manner could be of great 

benefit to researchers. Recent advances in cyber 

infrastructure technologies are making it possible to 

develop solutions to address the above concerns. 

Cloud computing solutions, such as the Amazon 

Elastic Compute Cloud (EC2) [2], enable transparent 

and on-demand access to dynamic and scalable 

applications/ services over the Internet. Virtual 

machine technologies,used by many cloud computing 

solutions, enable different applications developed for 

heterogeneous systems to be hosted on the same 

physical hardware with their own custom operating 

system and software stack. Software and applications 

can be maintained and updated by the developers or a 

technical team, so researchers can focus on using the 

applications rather than managing them. Social 

networking platforms, such as Facebook [10] which 

has grown to over 250 million users, have become 

very popular. They allow individuals to easily 

share/publish data and media and keep in contact 

with one another. Social networks can enable 

researchers to more easily share applications and 

results and collaborate one with another. In this paper 

we present a service called the Interactive 

Application Service (IAS) that combines cloud 

computing and social networking technologies to 

provide researchers with the ability to more easily 

discover, share and access applications and results 

from anywhere at any time. Users are able to access 

applications, including legacy applications without 

modification of any code, over the Internet just as if 

they were running it on their local system. 
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II. RELATEDWORK 
A. IAS Architecture 

The Interactive Application Service (IAS) 

combines the use of a cloud based infrastructure with 

a social networking front-end. IAS users are 

members of a social networking portal on which they 

can communicate with other members as well as 

exchange files, write blogs, take part in forum 

discussions, and comment on topics and issues. In 

addition to these interactions, IAS allows portal users 

to run applications in the cloud. This functionality is 

achieved by the integration of IAS with the Web 

portal as well as with a cloud computing environment 

in which the applications are run. An overview of the 

IAS architecture is shown in Figure 1 The service 

architecture can be conceptually divided into three 

layers: cloud infrastructure, IAS service, and social 

networking front-end. The infrastructure is composed 

of network connected compute nodes, virtualization 

software and a set of services that provide dynamic 

and scalable computing environment. The IAS 

service consists of the software components that 

enable the execution and visualization of interactive 

applications on the cloud. The social networking 

front-end is comprised of a Web server, a social 

networking engine, and a database management 

system. 

 
 

B. Cloud Infrastructure 

The cloud infrastructure on which the IAS has 

being deployed is the Automated Service 

Provisioning Environment (ASPEN) The goal of 

ASPEN is to enable the dynamic allocation of 

computational resources in a flexible and controlled 

manner. In order to satisfy dynamic demands for 

computational resources a virtualization layer which 

provides dynamic resource allocation is installed on 

top of each physical node. A utility provider 

orchestrator (UPO) is responsible for the 

management of physical resources and for the 

allocation of virtual appliances (VAs) to these 

resources.A VA, in the context of this work, is 

defined as a virtual machine which is streamlined for 

fast boot-up and configured to run a specific 

application. 

All VAs run on top of the Xen hypervisor [3]. 

Xen is a high-performance, virtual machine monitor 

which runs on top of the physical hardware and 

enables the execution of multiple operating systems 

on a single computing appliance.This is achieved by 

logically partitioning the hardware resources and 

executing virtual machines (VMs) in a concurrent 

manner. Xen supports the dynamic instantiation of 

VMs which is advantageous in environments in 

which the demand for computation dynamically 

changes over time. 

 

III. GEOCHRONOS PLATFORM 
The Interactive Application Service has been 

integrated as part of GeoChronos [11], a portal aimed 

at enabling members of the earth observation science 

community to share data and scientific applications, 

and to collaborate more effectively. 

The project is funded as part of the CANARIE 

Network Enabled Platforms program [4]. Earth 

observation scientists collect data from a variety of 

sensors at different spatial and temporal resolutions, 

including ground based, airborne and satellite 

sensors, that help them in analyzing the Earth’s 

ecosystem. The GeoChronos portal facilitates the 

collection, storage, sharing, processing and analysis 

of this data. The IAS, is a service currently available 

to scientists on the portal that will enable them to 

visualize and analyze data using common tools used 

by the community on-line. Other services that are 

currently being developed include a batch processing 

service for handling automated work flows and 

longer running tasks, and libraries for storing and 

browsing spectra and other data. 

The architecture for the GeoChronos portal and 

Interactive Application Service follows that laid out 

in Section 3.The portal is built on top of the Elgg 

social networking platform. The Elgg base provides 

users with a variety of social networking 

functionality including blogs, tags, media/ document 

sharing, wikis, friends/contacts, groups, discussions, 

message boards, calendars, status, activity feeds and 

more. Much of this functionality is available from a 

users customizable dashboard as can be seen in 

Figure 3. 
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IV. IMPLEMENTATION AND 

EVALUATION 
To enable portability between various devices, 

we built our prototype implementation in java. Our 

implementation was tested on one of the state of the 

art 3G devices. 

Since the main bottleneck of this protocol is the 

device-todevice authentication that is based on a ZKP 

protocol, wefocus our evaluation on this aspect. It is 

the most  challenging part both in terms of 

computation and bandwidth. The applied ZKP 

protocol is based on graph isomorphism that we 

described in our earlier work [34], [36]. It requires 

two parties: a client and a server. In our protocol, 

devices act as both clients and servers for the 

device-to-device authentication. From the perspective 

of computations and data generations,the client 

application, which is in our case a browser executed 

at a user’s device, is responsible for the following 

operations: 

Generating a private key, Pk, from the user 

password 

Generating a public key, Puk, from the private 

key 

Generating random data of size (Pk)2 for the 

ZKP authentication 

Responding Server’s challenge vector Checking 

server timeout Delaying responses to provide a 

correct implementation for concurrent environments 

The server, which is in our case a home network 

gateway, is responsible for the following operations: 

Looking-up the user’s public key Storing user’s 

random data Generating a random vector of size (Pk) 

to match the user’s random data Verifying the user’s 

response Checking its clients timeouts  

In comparison with classical authentication 

approaches, such as HTTP Basic and Digest, there is 

a requirement of additional computations for both 

parties. Table I depicts how the ratio of the 

computations that are conducted by the server and the 

client depends on the number of authentication 

challenges and the graph size. We observe that once 

we increase one of these parameters, the server needs 

proportionally more time to respond the client’s 

request. 

However, as we see in Figure 5, the amount of 

data sent by the server, which is equal to data 

received by the client, is much smaller than the data 

sent by client. 

 
 

The number of bytes exchanged for various 

authentication parameters. Figure 5 depicts the 

impact of the graph size and the number of 

challenges on the authentication times. It shows that 

together with the increase of the number of 

challenges, the time required for computations grows 

linearly. However, the increase of the size of the 

graph causes quadratic time increase for the same 

number of challenges (see Fig. 6). 
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We observe that the amount of data exchanged 

between the client and the server grows linearly for a 

fixed graph size and the increasing number of 

challenges. Increasing the graph size has, however, 

polynomial impact on the number of data exchanged. 

This dependency is best described by O(n2). The 

quadratic dependency relates to the fact that the 

graphs are kept in matrices whose sizes are square 

function of their number of vertices. This property is 

important when customers of a given system are 

required to pay for bandwidth usage. In such a 

situation, the selection of this parameter would 

influence not only the system security properties but 

also the price of the service. 

 

V. CONCLUSIONS AND 

FUTUREWORK 
In this paper we introduced the Interactive 

Application Service (IAS), a service providing users 

on-demand access to applications interactively over 

the Internet. The service is built on a cloud 

computing infrastructure called ASPEN,that 

dynamically adapts to meet the needs of users and 

uses efficient image management techniques to 

rapidly provision resources. With some 

modifications, the service could also be adapted to 

work with other cloud platforms. Collaboration and 

sharing of applications and data are achieved through 

a social networking front end built on the Elgg open 

source social networking platform. The IAS has been 

successfully deployed in the GeoChronos portal, a 

portal enabling members of the earth observation 

science community to share applications and data 

with each other. 

Naturally the greatest risk to any such system is at the 

human level. It has been assumed that high levels of 

trust exist when services are shared. But there are 

risks that a friend or neighbor may decide to abuse 

the trust shown to them and effectively hi-jack a 

user's services and personalized content. In this paper 

we have not directly considered the potential for such 

service hi-jacking and associated preventative 

measures. From the perspective of a service provider 

there are straightforward session management 

mechanisms for ensuring that only a single real-time 

access to a cloud service is available to a registered 

user and these could be readily adapted to address 

such issues. However this lies outside the scope of 

the current work and we prefer to leave a detailed 

consideration of such issues for now. Again we recall 

that the purpose of this paper is to examine how we 

can move beyond the traditional model of device 

authentication for home networks, and begin to 

implement a more user-centric approach in line with 

current trends in mobile network services. It is shown 

that ZKP techniques combined with cloud computing 

services can offer a suitable and practical approach to 

this problem. 
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